1. Course Information

- Instructor: Han Xiao
- Office: Hill Center 451
- Office Hours: **Wednesday, 3–4:00pm**, or by appointment (on Zoom).
- Email: hxiao@stat.rutgers.edu  *This is the only email account I check regularly!*
- Teaching Assistants: Zebang Li
  - Office hour: **Tuesday, 10:00am–12:00pm**, or by appointment, on Zoom.
  - Email: zl326@stat.rutgers.edu
- Prerequisites. FSRM588 or equivalent. Specifically, a comprehensive knowledge of the following: linear regression, shrinkage methods (lasso, ridge), model assessment and selection (information criterion, cross validation, bootstrap), linear methods for classification (logistic regression, LDA), nonparametric methods (basis expansion, splines, smoothing). Basics of trees, additive models, model averaging, random forest and support vector machines.
- Texts.
- Coursework and grades
Homework (50%): There will be 4 or 5 homework assignments. Hard copies due in class.
Project (50%): proposal (5%), intermediate report (10%), presentation (15%), final report (20%).

Rules of the homework
- No late homework will be accepted without pre-approval of the instructor.
- Students are encouraged to discuss the homework with classmates, the TA and the instructor. But each student needs to hand in an independent homework by himself/herself.
- Computer generated output without detailed explanations and remarks will not receive any credit. Make sure to use different fonts to distinguish your own words from the computer output. You should also submit the R source code for computing problems.
- When you send emails about this course, please use the title “MSDS 534: ”. This allows the instructor and the TA to respond to them with priority.
- Only emails sent to hxiao@stat.rutgers.edu are guaranteed to be read.

Notes
- The lectures will be based on the combination of the textbook, notes, recommended references and additional materials prepared by the instructor.
- All students are required to read the textbook, required notes and additional materials.

2. Syllabus (tentative)

Here is a tentative syllabus. The topics may not be covered in exactly the same order as listed. Adjustments will be made depending on the progress.

- Introduction and Review (Chapter 1, 2 of ESL2, Chapter 2, 3 of ISL2)
- Convex and non-convex optimization (Various places of CO)
- Support vector machine (Chapter 12 of ESL2)
- Kernel methods (Chapter 14 of ESL2, Chapter 12 of PRML)
- Graphical models (Chapter 17 of ESL2, Chapter 8 of PRML)
- Boosting and additive trees (Chapter 10 of ESL2)
- Deep Learning (Chapter 11 of ESL2, Chapter 10 of ISL2)
* Multiple testing (Chapter 13 of ISL2)
* Analysis of matrix and tensor data (Additional materials will be provided)

3. Project Guideline

Project is to be carried out by a team of no more than three investigators. You can choose to do (but not limited to) one of the following: (i) finding an interesting dataset, raising and answering meaningful questions; (ii) reading a journal/conference article, and reproducing its numerical results; and (iii) proposing new methodological/algorithmic/theoretical ideas of statistical learning.
The **project proposal** needs to include what you plan to do, why it is important and meaningful, what kind of data you are going to use and a list of possible methodologies you plan to use. The **intermediate report** needs to include data description, preliminary analysis, the methodologies you are using, and the results you expect to get. The **presentation** is limited to 10–15 minutes (depending on how many groups there will be), describing the background, major methods, main findings, and a discussion about their limitations or what else can be done. The **final report** is limited to 5 pages (not including additional tables, figures, codes, outputs, references etc). It should be written in the format of a scientific paper, with an abstract, an introduction, main sections on methodologies and findings, and a conclusion.

4. **Mask Requirement**

In order to protect the health and well-being of all members of the University community, masks must be worn by all persons on campus when in the presence of others (within six feet) and in buildings in non-private enclosed settings (e.g., common workspaces, workstations, meeting rooms, classrooms, etc.). Masks must be worn during class meetings; any student not wearing a mask will be asked to leave.


Each day before you arrive on campus or leave your residence hall, you must complete the brief survey on the My Campus Pass symptom checker self-screening app.